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The tools below represent concrete ways of implementing ethical reflection,
deliberation, and judgment into tech industry engineering and design workflows.

Used correctly, they will help to develop ethical engineering/design practices that are:

- Well integrated into the professionaltech setting, and seenasa natural part of the
job of good engineering and design (not external to it or superfluous)

- Made explicit sothat ethical practiceisnotan6 u n s p wokmethatécan be
overlooked or forgotten

- Regularized sothat with repetition and habit, engineers/designers/technologistscan
gradually strengthen their skills of ethical analysisand judgment

- Operationalized so that engineers/designers are given clear guidance on what
ethical practice looks like in their work setting, rather than being forced to fall back
on their own personal and divergent interpretations of ethics

Each tool performs a different ethical function, and can be further customized for
specific applications. Team/project leaders should reflect carefully on how each tawl
best be used in their team or project settings. Ask questions like tfudlowing:

- What part of our existing workflows would this tool naturally fit into? If none,
where in our workflows could we make a good place for it?

- What results do we want this tool to help us achieve?What risks do we want its use
to mitigate or diminish?

- How often should this tool be used, in order to achieve those goals?

- Who should be involved in using this tool, and who on the team should be
assignedresponsibility for overseeingits use?

- In what ways should use of the tool, and the outcomes, be documented/evaluated?

- How will we reward/incentivize good use of these tools (for example, in
performance reviews) sothat employeesare strongly motivated to usethem and do
not seek to avoid/minimize their use?

- Whattraining, if any, do employeesneed in order to use these tools properly, and
how will we deliver that training?

Each of the seven tools is summarized on the next page, with fuller descriptions of each
and examples of possible implementations on the pages that follow.



TOOL 1: ETHICAL RISK SWEEEINiGal risks are choices that may cause significant
harm to persons or other entities with a moral status, or are likely to spark acute moral
controversy for other reasons. Failingto anticipate and respondto suchrisks can constitute
ethical negligenceJust as scheduled penetration testing and risk sweeping are standard
tools of good cybersecurity practice, ethical risk sweeping is an essential tool for good
design and engineering practice.

TOOL 2: ETHICAL PREBRTEMS AND POSIORTEMSWhile Tool 1 focuses on
individual risks, Tool 2 focuses on avoiding systemic ethical failures of a project. Many
ethical disastersin design and engineering have resulted from the cascadeeffect multiple
team failures that in isolation would have been minor, but in concert produced aggregate
ethical disaster. Thus we need a tool geared toward the dynamics of systemicdesign
failure, something that ethical pre- and post-mortems are suited to offer.

TOOL 3: EXPANDING THE ETHICAL CIR@idst cases where a technology

company has caused significant moral harm due to ethical negligence, the scope of the
harm was not anticipated or well -understood due, at least in part, to forms of cognitive
error that lead designersand engineersto ignore or exclude key stakeholderinterests. To
mitigate these common errors, designteams need atool that requiresthemto 6 e x ptlaen d
ethicalc i r andl ievibe stakeholder input and perspectives beyond their own.

TOOL 4CASEBASED ANALY SCase-based analysisis an essentialtool for enabling
ethical knowledge and skill transfer acrossethical situations. It allows us to identify prior
casesthat mirror our own in key ethical respects; to analyzethe relevant parallels and
differences; to study adopted solutions and strategies, and their outcomes; and to
draw reasoned inferences about which of these might helpfully illuminate or carry over
to our present situation.

TOOL 5: REMEMBERING THE ETHICAL BENEFITS OF CREATERWHCH Q83{gn
and engineeringi s jugi about identifying risks and avoiding disaster; i tabosit a positive
outcome: human flourishing, including that of future generations, and the promotion of
healthy and sustainable life on this planet. Too often, other goals obscure this focus. To
counter this, it helps to implement a workflow tool that makesthe ethical benefits of our
work explicit, and reinforces the sincere motivation to create them.

TOOL 6: THINK ABOUT THE TERRIBLE PPEGstie thinking about our work, as

Tool 5 reminds us, is an important part of ethical design. But we must not envision our
work being used only by the wisest and best people, in the wisest and best ways. In
reality, technology is power, and there wi Il always be those who wish to abuse that
power. Thistool helps designteams to manage the risks associatedwith technology abuse.

TOOL 7: CLOSING THE LOOP: ETHICAL FEEDBACK AND I'HERal [aNign
and engineering is never afinished taskd it is a loop that we must ensure gets closed, to
enable ethical iteration and improvement. This tool helps to ensure that ethical initiatives

and intentions can be sustainedin practice, and do not degradeinto 6 e t hviagalr war e .
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TOOL 1: ETHICAL RISK SWEEPING

Ethical Risksire choices that may cause significant harm to persons, or other
entities/systems carryingamorally significant status (ecosystems,democraticinstitutions,
water supplies, animal or plant populations, etc.) or are likely to spark acute moral
controversy for other reasons.

Ethicsin technology design and engineering often beginswith seekingto understand the
moral risks that may be created or exacerbated by our own technical choicesand activity;
only then can we determine how to reduce, eliminate, or mitigate such risks.

In the history of design and engineering, many avoidable harms and disasters have
resulted from failing to adequately identify and appreciate the foreseeable ethical risks.
Such failures are a form of ethical negligence for which technologists can be held
responsibleby a range of stakeholders, including those directly harmed by the failure, the
general public, regulators, lawmakers, policymakers, scholars, media, and investors.

Why do foreseeable ethical risks get missed?

Ethicalrisks are particularly hard to identify when:

1 We do not share the moral perspective of other stakeholders

We fail to anticipate the likely causalinteractions that will lead to harm
We consider only material/economic causesof harm

We fail to draw the distinction between conventional and moral norms
The ethical risks are subtle, complex, or significant only in aggregate
We misclassify ethical risks as legal, economic, cultural, or PRrisks
We lack explicit, regularized practices of looking for them

=4 =4 =4 -4 A -

How can we mitigate these challenges?

1 Institute regularly scheduledethicalrisk-sweepingexercises/practicesto strengthen
and sustainthe t e a mtbical 6 mu s forldete@ting these kinds of risks

1 Assumeyou missed somerisksin initial project development phase; reward team
members for spotting new ethical risks, especiallyonesthat are subtle/complex

1 Practiceassessingethical risk: which risks are trivial? Which are urgent? Which are
too remote to consider? Which are remote but too seriousto ignore?

1 Treatjust asyou would cybersecurity penetration testing; 6 nvalnerabilitesf o u n d 6
is generally good news, but you d o ncénsider it wasted effort. You keepdoing it.



Implementation Example Company A makes wearabl e O6smarto
wellness. During company onboarding, employeescomplete a comprehensive half-day

workshop highlighting the ethical norms and practices of the company; this includes

introduction to the risk -sweeping protocol, among others. The onboarding workshop

includes training on the particular risks (e.g., to safety, privacy, autonomy, dignity,

emotional well-being, etc.) concentrated in the health and wellnesssector, and the risks

specific to wearable design in this sector (for example, GPSenabled risks to locational

privacy, the risk of obsessiveself-monitoring in some populations).

At CompanyA, all project managers must implement risk-sweeping protocols at four
stagesof their workflow: 1) initial product proposal(the 6 i djenerations t a g2tide) |,
prototype stage, 3) the beta-testing stage, and 4) the post-ship quality assurancestage.

Eachphase of risk sweeping involves a mandatory team meeting or its equivalent, in
which eachteam member is expected to identify and present somerisks; productive
contributions to these meetings must be noted on performance reviews.

At one or more stages, project managers must seekoutside input into the processto

ensure thattherisk-s weepi ng protocol i's not constrained
mentality. For example, they may work with Marketing to ensure that input on possible

ethical risksis sought from a diverse focus group, or they may seeksuch feedbackfrom

beta-testers, or from tech ethicists or critics willing to offer input/advice under an NDA.

Each phase of risk sweeping builds upon the last, under the assumption that one more
significant risks may have been missedin a prior stage, or has newly emerged due to a
design change or new use case. Ethical risks at each stage are identified, assessed,
classifiedand documented, even if trivial or remote. Assumingthe absenceof any 6 ngo 6
risks (those that would necessitate abandoning the project), risks that continue to be
classifiedas significant must then be subjected to a monitoring and mitigation strategy.

TOOL 2: ETHICAL PRERTEMS AND POSIORTEMS

While the risk-sweeping protocol focuses on individual risks, this tool focuseson avoiding
systemic ethical failures of a project. Many ethical disasters in engineering and design
have resulted from the cascade effect multiple team failures that in isolation would not
have jeopardizedthe project, but in concert produced aggregate ethical disaster. Thusan
ethical risk-sweeping protocol should be paired with a tool geared toward the dynamics of
systemicdesignfailure, something that ethical pre- and post-mortems are suited to offer.

The concept of a post-mortem is familiar; under certain circumstances, such as when a
patient dies under medical care in a manner or at a time in which death was not expected,
the medical team may be tasked with a review of the caseto determine what went wrong,
and if the death could have been reasonably anticipated and prevented.



By highlighting missed opportunities, cascade effects, and recurrent patteshgeam
failure, such exercisesare usedto improve the medicalt e a préacsice going forward. To
encourage open sharing of information and constructive learning, documentation of team
failures in post-mortems is, in many contexts, designed as a non-punitive process; the
purpose is not to assignor apportion blame to, or punish individuals, as it would be in a
judicial review, but to determine how the system or team failed to prevent such failures,
and how improved procedures and protocols can enable better outcomes in the future.

A version of the very same process can aid in technical design and engineering settings
It can be enhancedwith a pre-mortem protocol. Instead of waiting for ethical disastersto
happen and then analyzingthem, teams should get in the habit of exercisingthe skill of
moral imagination to see how an ethical failure of the project might easily happen, and to
understand the preventable causesso that they can be mitigated or avoided.

Team PostMortems Should ASK:

Why Was This Project an Ethical Failure?

What Combination or Cascadef Causes Led to the Ethical Failure?

What Can WelLearnf r om Thi s Et hi cal Failure that We Di
What Team Dynamics or Protocols Could HavePreventedThis Ethical Failure?

What Must We Changef We Are to Do Better Next Time?

Team PreMortems Should ASK:
How Could This Project Fail for Ethical Reasorn?

What Would be the Most Likely Combined Caused Our Ethical Failure/Disaster?

What Blind SpotsiVould Lead Us Into It?

Why Would We Fail to Act?

Why/How Would We Choose the Wrong Action?

What Systems/Processes/Checks/Failsafes Can We Put in Place tBeducdrailure Risk?

Implementation ExampleCompany B makes massive multiplayer online video games.
Five years ago, they had a very costly commer
injured their brand, wasted years of investment, and resulted in departures of some highly
talented designersand other valued personnel. The failure had many ethical dimensions:
the game was perceived by the gaming community and gaming media as a transparently
exploitative 6 p toyp | angniy-grab that, through its design choices, unfairly excluded or
disadvantaged those players with lessdisposableincome; it also unwittingly incentivized
certain antisocial player behaviors that led to serious online and offline harms, and
prevented the emergence of a healthy and growing player community. Finally, it included
portrayals of certain social groups that were perceived by many, including vocal critics
outside the gaming community, as insensitive and morally offensive.

CompanyB is determined to avoid this kind of disasterin the future.



They implement an extensive post-mortem of Project Echo,focusing on the systemicand
cascadingweaknessesof the design processthat led to the outcome. Theylearn that each

of the ethical risks were anticipated at several points in the design and development of the

game, but due to poor communication between the creative, technical, and marketing

teams, those worries were never addressed.They alsolearn that the game suffered from

the companydés | ack of <c¢clear and consicast ent me
principles and values; for example, how it re
player communities it wants its gamesto foster, and how it wants its game narratives to fit

within the broader ethical norms of society. Finally, they learn that team leaders had

unwi ttingly set up perverse incentives that w
instead ended up rewarding careless design choices and suppressing the surfacirg of

worries or concerns about the risks created by those choices. The company seeks

anonymousinput from all ranks of employeeson possible solutions, from which data they

implement a number of changesto game designworkflows and proceduresto improve the

ethical viability of future game projects.

Theyalsoi mpl ement a gamer tdemd gme gpirreement t hat mu
jointly by the creative and production team leaders at the pre-production phase, in which

team leaders incentivize their members to come up with multiple creative scenarios in

which the project might fail. Technical and commercial failure risks are identified, but

specifically ethical failure risks are explicitly required to be identified as well, and framed

as such.

The pre-mortem processis supported by an addition to the company onboarding process,

in which employees are presented with an over
culture, and processes; provided with a review and discussion of the distinctive ethical

risks and concerns that emerge in game design and development; given a conceptual

framework and vocabulary for identifying such ethical concerns; and askedto review and

discussan ethical case study, such as the post-mortem of Project Echo.

TOOL 3: EXPANDING THE ETHICAL CIRCLE

In most caseswhere a technology company has causedsignificant moral harm, violated
ethical norms in ways that damage internal morale and reputational standing, or invited
aggressiveregulatory oversight due to their ethical negligence, the scopeof the harm was
not anticipated or well-understood due, at least in part, to pernicious forms of:

- Groupthink a social phenomenon in which the cognitive processes of atight-knit
group become too closely aligned, so that
becomeunableto consideror accurately assessalternative perspectivesother than
those currently operating.



- ¢CKS W. dzoof:SGianSyllalrf Atio®@ gr oupt hink, but caus

dynamic, but by their demographic and cognitive similarities to one another; put in

other terms, a cognitive and moral failure causedby a lack of sufficient diversity of

life experiences,values, worldviews, identities, abilities, and/or personality styles.

Environments in the tech industry, where teams may have very similar levels of

educational attainment, many shared values and interests, common cultural

assumptionsand vocabularies,similar gender identities, ethnicities, age group, and

physical abilities. Add to this the additional cohesionof a shared work culture and

identity, and you have a breeding ground f
takes a deliberate and concerted effort to c ounteract this phenomenon, in which
6good peopled with O6good intentionsd can e

their insular cognitive view and its blindspots. This is why sloganslike6t ec hnol ogy
for soci al goodd and O madanhbedandetowes;theyor | d a b
allow people operating within a bubble mentality to sincerely believe that they are

acting ethically, when in fact they may lack cognitive accessto the broader social

realities they would need to understand in order to do so.

- ¢ KS WCNXR S RT™e etonantist MillorORéie@dvian notoriously argued in the
19 6 @anmdl 8 0 that companies,and employeesacting on their behalf, are morally
obligated only to maximize shareholder profit, and in no way responsible for
considering the impact of their actions on the public interest d other than to stay
within the O6rules of the gamed, i.e., the
not only for licensing gri evous corporate harms to the public, but also for being
anathema even to the moral foundations of capitalism outlined by Adam Smith and
others, who tied the legitimacy of capitalism to the public good. Unfortunately,

Fr i e d fallaey & still taught in many businessschoolsand other environments
where all too often it is usedto justify ac o mp a delbérate or recklessdisregard
of the legitimate moral interests of affected stakeholders, or the public in general.
The public, it must be noted, does not generally accept this fallacy. If a company
knowingly poisons a local river with its toxic waste, but does so legally via a
loophole in federal environmental regulations, the local residents do not shrug and
say, |, obowede, the company executives really had no choice - they hadto
give our kids cancer, after all, it would have been wrong to impose the costs of safe
di sposal on the shareholders! o6 Likewise, w
sensitive personal information unencrypted and wide open to hackers to save on
the cost of security, or quietly sellsit to third-parties with no restrictions on its use,
and innocent people lose their life savingsor safety as aresult, no one acceptsthe
Friedman Fallacyas an excuse, even if the law did not prohibit such actions.

Theseare grave and widespread causesof ethical failure in technology practice, but they
can be addressed by explicit and deliberate measures designed toexpand the ethical
circle. Thatis, to ensurethat the legitimate moral interests of the full range of stakeholders
(people directly or indirectly affected by our actions) have been taken into account.



Expanding the ethical circle can be implemented in an explicit and regularized design
exercise; also, it can and should be implemented at higher levels of corporate leadership
with respectto the broader impact of the ¢ 0 mp a acivibies on society.

The exercise should pose questions such as the following, and invite explicit reflection
upon the answers, as well as any active stepsthat should be taken as a result:

- Whose interests, desires, skills, experiences and values have we simplyassumed
rather than actually consulted® Why have we done this, and with what justification?

- Who are all the stakeholders who will be directly affected by our product? How
have their interests been protected? How do we know what their interests really
ared have we asked

- Who/which groups and individuals will be indirectly affected in significant ways?
How have their interests been protected? How do we know what their interests
really ared have we asked

- Who might use this product that we d i dexgedttto useit, or for purposeswe
d i dimt@lly intend? How does this expand/change the stakeholder picture?

- Who is at substantialrisk of harm from our product, and how? How have we
justified and mitigated this risk, and what have we done to procure the informed
and meaningfulconsent of those at risk?

- Who are the people who will be least likely to purchase or use this product, but
might have strong opinions about it anyway? Can those opinions be
heard/evaluated by us?

Implementation ExampleCompany C is designing an app that aims to assist young
people with autism in navigating social settings. The designteam is highly motivated to
help people with autism integrate into society more comfortably and effectively; it is clear
to everyone involved that this is a morally noble aim, technically within reach, and
worthy of pursuit on both ethical and commercial grounds.

However, Company CO0s internal et hical design
ethical circle in ways that will ensure that they do not fall victim to groupthink (being so

collectively overtaken by their moral enthusiasmthat no one thinks of any downsidesor

risks), a bubble mentality (after all, none of the designersare autistic, and all come from

privileged economic backgrounds with similar educational and cultural experiences), or

the Friedman Fallacy (having the noble aims of the project sidelined down the road by

profit considerationsthat place the very usersthey were trying to help at risk).

During a team sessionearly in the ideation process, one dedicated specifically to this tool,
they begin to work through the questions above.



They determine quickly that they should consult with a range of young adults with autism
before setting specific design goals. They realize that they have only assumedhat the
autism community would welcome or perceive a need for such an app, and that have not
actually askedmembers of that community what their goals and interests might be in
relation to their socialexperiences. They alsoidentify a potential classof usersthat do not
have autism but may seek out the app to help them manage general social anxiety, and
must consider whether the design specifications should expand to features designed for
those users. They alsorealize that trained professionalsinvolved in the support of people
with autism might have strong opinions about this app and its design, and that they would
need to consider whether this app would be seen or used as a replacement for other
modes of support.

After inviting a group of young autism activists and care professionalsto a conversation,
the designteam is presented with afar richer set of ethical perspectivesthan they started
with. They cometo realizethat severalof their initial design goals and features might not
be as helpful asthey thought for all users, given the great diversity of forms of autism.
They realize that they were operating with many stereotypes about autism, some more
grounded in movies and television than in the real lived experiences of autistic people.
They also realize that such experiencesof being autistic can vary considerably according
to other social factors, including cultural and economic differences. They also learn of
some specific privacy and safety risks that many of the a p ppéospective userswould want
considered and addressed in thedesign.

Theylearn alsothat a significant subsetof people with autism are resistant to interventions
framedasd t r e a tomoetnht esrbtheyidenst@eeautismasad p r o holbe swided by
technology, but simply a differencein a way of relating to the world. Many want a greater
onus to be put on people in society without autism to be more socially receptive and
accommodating to those with autism. Still, through the conversations the designers
identify some areas of strong consensus about common social difficulties that some of
their ideasfor the app might help many users navigate; they decide to move forward with
the app but in continued dialogue with the full range of stakeholders, who are invited to
offer later input in the beta-testing and marketing stagesto ensure that the app functions
and is described in appropriateways.

TOOL 4CASEBASED ANALYSIS

It is essentialin ethical practice to be able to transfer ethical knowledge and skill across
cases,sothatwearenot6 s t afromiz B ¢eeed time we analyzean ethical situation.
The tool of case-based analysisis an essential and long-standing way of executing

ethical knowledge and skilltransfer.

The procedure of case-based analysisis fairly straightforward:
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1. Identify Similaror Wt I NJ Gase3héatMirror the PresentCase

Where/when has a case relevantly like this one (in its ethical dimensions) occurred
before? Whichare6 ¢ | @& & p & r a chsegofrtide kind of ethical situation facing us?

2. ldentify Relevant Parallels Between/Differences Among All ti@ases

In what ethically relevant respectsis the present caselike these paradigm cases?(For
example, this caseaffects the samegroup of stakeholders, or introduces the samerisks,
or presentsthe samemoral dilemma). In what ethically relevant respectsis the present
casedifferent from the paradigm cases?(this time the stakesare lower, this time the
law provides clear guidance, this time the public mood is different).

3. Evduate Choices Made and Outcomes of the Paradi@ases

What was donein the paradigm cases?What choice was made, how was the dilemma
resolved, what safeguardswere introduced, how was the decisionjustified? Then ask,
what happened?What was the outcome? Who benefited, and how? Who got hurt, and
how? How did the public/media/regulators react to the choices made? How did they
respondto the justifications given? Did those who made those choicescome to regret
them, or renounce them, or were they openly proud to have made them? Did this case
provide a template or model of ethical success,or doesit function as a warning?

4. Use Analogical Reasoning to Identify Parallel Risks, Opportunities, SolutiRisk,
Mitigation Strategies

Thisis the tricky part. Knowing how the paradigm casesboth do and d o nré@sémble
this one, and considering the uncertainties involved (history does not alwaysrepeat),
how should our ethical knowledge of the paradigm cases influence our ethical
reasoning and judgment in this case? What lessons should transfer over? What
solutions that worked well before are likely to work well again? What mistakes that
they made then are wein danger of making now? What risks that were successfully
mitigated that time can be mitigated with similar strategies now? And how might the
relevant differences between the caseslimit or alter the transferability of the paradigm
lessons to this presentcase?

Implementation CaseCompany D is designing an Al virtual agent (AIVA); the target
audienceis corporate executiveswho want to reduce their reliance on human assistantsin
the office. Early on in the design process, the team sits down to do a case-basedanalysis
of the risks, including ethical risks, of the virtual assistant. They begin by analyzin g two
examples of Al VA6s that were brought to
never made it to market, and a casein which AIVAwent to market but failed. Most of the
paradigm cases involved some number of ethical concerns; the successful ones mostly
were able to address them, although in one case the product remains a commercial
successbut is the subject of growing media and regulatory criticism.

11
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The team starts by identifying the parallels and dissimilarities. All the casesinvolve some
level of privacy concerns, including the present case. Several of the cases raised some
ethical concern about replacing human workers, as does the present case. Two of the
paradigm caseswere A | V Aulltgo interact with children, and two were for general use.
The present case, however, targets a narrower and more socially powerful userbase:
corporate executives. So, some of the ethical issuespresentedby A | V &t@raction with
children do not apply here. But corporate executives handle much more legally and
economically sensitive data and transactions than most other adults, sothe privacy and
security issues here are recognized as even more acute. All the casesinvolved public
controversy about the female gender presentation of the AIVAS; given the under -
representation of women in corporate management, and the old stereotype of the female
secretary, this ethical issueis seenas even more sensitive here than in the general cases.

The team then looks at how the designers/developers in each of the other AIVA cases
choseto handle the ethical risks, tradeoffs, and challengesinvolved in their project (so far
as those choices can be inferred from the available information.) They take note of the
outcomesin each case, and where the result differed from what was probably desired or
expected. They look at which risks/worries in the previous cases,such as worries about
disastrous impacts on human workers, turned out to not be a big problem (in fact, the
labor impact was marginal in all the paradigm cases); but they also look at whether this
case suggests any differenttrajectory.

They use analogicalreasoningto transfer over design solutions, trade-off compromises,
and risk mitigation strategies that worked well and seemlike they should work again; in
other cases they decide that the present case is unique in its ethical circumstances and
requires a new solution. They also develop a set of most likely scenarios/outcomesfor the
present caseand an ethical responseplan for eachone, sothat they are prepared to react
quickly and wisely to plausible outcomes, beyond the outcome that they most expect or
desire. In fact, many of their transferred solutions/strategies work as hoped, but one
solution backfires; fortunately that ethical failure is covered in one of their planning
scenarios,and they have an intelligent and well-framed responseready to addressit. The
companyods prompt and sensitive response to t
disaster and commercial and ethical failured all for the modest cost of a planned team
exercise in ethical designcase-based analysis.

TOOL 5: REMEMBERING THE ETHIGIHFBES OF CREATIVE WORK

It isimportant, aswe have seen, for designersand engineersto focus on ethical risks. But

if we a r e qar@ftl, this canlead usinto forgetting that ethicsis about a positiveoutcome;

ités about human flourishing, including that
healthy and sustainablelife on this planet. Greatcreative work advancesthose aims, and

ethical design and engineering is a powerful form of such work.

12



Yetsometimes, the short-term and lessethically-grounded benefits of our work (the raise,
the good performance review, the praise of our bossor the board, the smooth investor
call, the quarterly bonus, the stock jump) eclipsethe greater goal that motivated usto do
this creative work in the first place.

In the worst-casescenarios,the lossor perversion of ethical motivation leadsto massive
corporate corruption and failure (e.g. Theranos, Enron) or to a disaster that the company
managesto survive, but with adamagedreputation and lost competitive advantage (Uber),
and/or with people going to jail (Volkswagen). In other scenarios the damage may be
more subtle, but no lessreald atarnish on the brand, slowed growth, failure to innovate in
ways that people care about, departure or demoralization of those talented individuals
who want an ethically rewarding work environment, recruiting failures, and growing
employee apathy, depression, anxiety, detachment, or cynicism.

To counter this, it helps to implement a workflow tool that makes those ethical benefits

explicit and deepens sincere motivation to create them. It is important that this exercise

not devolve into patting each other on the back and self-congratulatory praisefor 6 ma ki n g
the world a better p | adciteséard to accomplishthat and it should always be framed as

the goal we work towards, not the thing we smugly celebrate ourselvesfor having done,

or the thing that we believewe are 6 d e s ttd do leechdseof our smarts or our goodness.

To keep the ethical benefits of creative work at the centerofthet e a wrdhec o mpany 6 s
motivational set, find ways to together ask hard questions like these:

- Whyare we doing this, and for what good ends?

- Will society/the world/our customersreally be better off with this tech than without
it? Or are we trying to generate inauthentic needs or manufactured desires, simply
to justify a new thing to sell?

- Hasthe ethical benefit of this technology remained at the centerof our work and
thinking?

- What are we willing to sacrifice to do this right ?

Implementation ExampleThe leadership of company E notices that morale company-

wide seemsto be sagging despite strong corporate profits. Internal data suggeststhat

empl oyees are becoming more cynical about t
world, more 6 ¢ h e -© ki &adn the long-term vision of the company, and more focused

onjust 6 g e tpaid amaymoving onto abetter o p p o r t Rewruiteryreport difficulty

securing some of their best prospects, who seemto be worried that this companyisé j u st
about the stock price n o vaidd not really invested in making positive change any more.

The leadership organizes an althands meeting dedicated to explicitly revitalizing the
ethical culture of the company, and reaffirming the ¢ 0 mp a degidatson to the ethical
benefits of its work. Sensitiveto the likelihood that cynical employeesmay seethis asa

13



self-serving or pointless exercise, the leadership seeks input from highly respected

employees of all ranks on how the message can be delivered and made sincere. They
concludethat some key policy changesare neededin order to demonstratethec o mpany 6 s
sincere interest in revitalizing the ethical mission, so they implement and announce those

changes prior to the meeting. They also develop an anonymized survey instrument,
administered by a trusted third -party, which will ask employees to answer the questions

above, and to offer input as to what further changes, if any, would strengthen the

c 0 mp a ethical missionand resolve. Part of the all-hands meeting involves examining

and openly discussing that anonymousfeedback.

TOOL6: THINKABOUTTHETERRIBLEEOPLE

When former Google CEO and Al phabetds chair ma
Conferencein SanFranciscoin 2017, he said the following: "We now find ourselvesback

fixing [the Internet] over and over again,” Schmidtsaid. "You keep saying, 'Why didn't we

think about this?' Well the answer is, it didn't occur to us that there were criminals."

Positive thinking about our work, as we saw in Tool 5, is an important part of ethical
practice. But sometimes what can be a virtue becomesa vice, as it does when we imagine
our work being used only by the wisest and best people, in the wisest and best ways.

In reality, technology is power, and there will always be those who wish to use that power

in ways that benefit themselvesat the expenseof others. And there will be those who use

the power we give them for no rational purpose at all. If you are building or granting

access to powerful things, however, it is your responsibility to mitigate their abuse to a
reasonabl e extent . Y oda kidchem Bntfe ohliacandle andwalk u ng c¢ h
away. You dondét | end an arsonist your cani st
make an app that collects health data and transmits or stores it with weak encryption.

i
e

So, these questions need to be asked at key design stages:
- Who will want to abuse, steal, misinterpret, hack, destroy, or weaponize what we
built?
- Who will use it with alarming stupidity/irrationality?

- Whatrewards/incentives/openings hasour designinadvertently createdfor those
people?

- How can we removethose rewards/incentives?

Implementation CaseCompany F is known for its baby monitors and home security
devices. Its designers come up with an idea for a device that will allow parents,
babysitters, and daycare workers to have real-time locational monitoring of the children
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under their care, through an app that interfaces with tiny RFIDtracking devicesembedded

in their childrenb6és shirt collars. The coll ar
by the child to send an ¢6alertd signemntlorto the
sitter to check on their child. However, early on in the design process, the designers go
through a mandatory o6think about the terrible
of the ways in which this technology is likely to be abused or misused.

The design team quickly realizes that although they initially envisioned use cases like
caregivers watching TV in the living room or bathing an elderly parent while allowing
young children to play safely upstairs or out in the yard, in fact some neglectful caregivers
will be tempted to use it to justify leaving young children at home alone (since they will
be notified by text if the children leave the home perimeter, or call for help). They also
realize that the collars will continue emitting a locational tracking signal beyond the home
perimeter, so this information could be used by networks of child predators looking for a
visual map of unattended children in the neighborhood. They also realize that nothing
prevents the devicefrom being surreptitiously fitted into the collars of teenagers, spouses,
partners, workers, friends, or enemies. As they consider all of the possible unethical use
cases,they realizethat their initial designwas profoundly flawed and unsafe; they resolve
to abandon this particular design project until they can make the application more readily
restricted to appropriate use cases.

TOOL 7: CLOSING THE LOOP: ETHICAL FEEDBACK AND ITERATION

The mostaccurate and helpful way to think of design/engineering ethics is as an ongoing
process the leastaccurate and helpful way is to frame it as a task to be completed. Ethical
designis a never-ending loop that we must ensure gets closed, to enable iteration.

Now, ethics is not relative in the way that egoists and sociopaths might understand it to be
(where ethics is just oOoOwhatever those with po
sustainability of life on this planet are always ethical goals, and nothing that makesthose
goalsimpossible, or harder to achieve overall, can be ethical (and no, those goals are not
incompatible). But ethics isrelative to the particular social context in which those goals

are sought; a technology that promotes human flourishing in one social context (the

controlled use of narcotic painkillers under close medical supervision) can undermine it in
another soci al context (an unfettered mar ket
pharmaceutical companiesto overprescribe narcotics and ignore abuse).

Because society is always changing, ad we with it, the ethical impact of technology is
always a moving target. This is even more so because technology itself continually
reshapes the social context, and the people in it. A device or piece of software whose
designis robustly ethical on its launch date may be unethical two years later, if the social
conditions and user base have changed enough that its impact is no longer conductive to
human flourishing.
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Thismeansthat ethical reflection, analysis,and judgment are perpetual elements of good
design and engineering; these skills never stop being needed.

Thus it is important above all to bring design and engineering culture d especially in the
tech industry, where the professional safety culture of civil and mechanicalengineeringis
not well-embeddedd into the domain of ethical practice as a permanentshift. Ethicsis not
an external requirement or addition to good design and engineering. It is not something to
be 6 ¢ h e o kdndiforgotten. It is away of staying anchored in the best possibilities of
our chosen profession, a way of becoming and remaining the kind of designers and
engineers we want to be.

To embed this understanding in a company culture, some concrete steps are needed:

1. Remember That Ethical Desififngineering Is Never a Finishéltask

To make this concrete, ethics needsto become part of institutional and team memory.
In addition to being an explicit part of what the team is doing now, it needsto become
part of how we describe what we did in the past, and why we succeededin the fullest
senseof goodtechnology design and engineeringd not just asa commercial success.It
also needs to be part of how we talk about the future; the kinds of design and
engineering successwe want to have and will have through sustained ethical practice.
When ethicsispresentedaspartoftheo r g a n i zast, presemtfand future, it takes
its proper placein the ¢ 0 mp a culfuée @nd identity.

2. ldentify Feedback Channels that Will Deliver Reliable Datakthical Impact

T h e rnewWay to know whether, or to what extent, our work is actually succeedingin
that fullest sense unless we are gathering reliable data on the ethicalimpact of our
designs on society, and on specific stakeholders. That kind of data does not come
unlessinstruments are designed specificallyto elicit and transmit feedback of that kind.
Any product design plan should identify specific instruments/modes/channels by
which ethical impact data will be collected; from users, certainly, but also from other
affected stakeholders and groups. Likely impacts on ethically important institutions
(democracy, education, media), cultural elements (art, literature) or physicalsystems
(the food chain, oceans, climate), which as non-persons cannot speakfor themselves,
must also be audited in some fashion.

3. Integrate the Processw/Quality Management& User Support; Make it Standard

The auditing of ethical impact cannot be an ad hocevent; it must become a standard
feature of product quality management. Wherever possible, it should be integrated
with QA/QC and user support processes that are already standardized, without
compromising the ethical sensitivity of the audit instrument (for example, 6 h iugeh
e n g a g e mmonitsell an ethically sensitive metric and must not be taken as such).
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4. DevelopFormalProceduresand Chainsof Responsibilityfor Ethicallteration

How will ethical audit feedback get analyzed communicated and usedin the next

design cycle? Who will be accountablefor closing the loop? Who is accountable for

ethical designoverall? These things wil/| not happen on t
intentionso of ethical peopl e who are nevert
prioritize non-ethical metrics of success, a company cannot claim to be surprised

when ethical disasters or decline are the outcome. A company gets whatever its

incentive structures and chains of responsibility reward. If done right, formal

procedures and chains of responsibility for ethical design and engineering do not make

ethics O6i mper s oatahdyakeit effectivenaducalizezl m the wodd A
company with a 6évalues statement, 6 a 6Chi ef
onboarding training, but which does nothing to formally operationalize and incentivize

ethical practice,is relying on little more than ethics vaporware.

Implementation ExampleCompany G is committed to instituting a robust culture of
ethical design and engineering, in ways that will make its long -term success more

sustainable and that will help to earn back the erodingpubl i ¢ trust in techno
promise for humanity. To do so, they make sure to set up the necessary structures to
formalize and incentivize ethical practice, a

engineering sothat the company remains attentive, agile, and responsiveto a constantly
evolving social context that can reshape the ethical landscape for their products in
unexpected ways. They integrate ethically-laden languageinthe c o mp a articidasions
of its past and its future. They take existing structures and channels for product quality
management and user support and enhance them to elicit ethically relevant feedback
about the impact of their products on the flourishing of diverse ind ividuals, groups,
institutions, cultures, and systems. They create formal proceduresand responsibility chains
for ethical design and engineering, including implementing many of the tools in this
toolkit into existing design and engineering workflows.

These measuresto 6 c¢ | thed e aepable continuing ethical refinement of their products,
and help to ensure that urgent ethical problems are addressedquickly and adequately.
Later, they learn from one of the ethical feedback channelsthat their newest product is
being abusedto enabletargeted violence against a particular ethnic minority in aremote
region. The urgent alert was submitted via that channel by local NGOs, and promptly
forwarded to a manager in the QCdivision who is trained and empowered to organize a
rapid company response to just these kinds of ethical issues. After convening the
appropriate technical and managerial team, a higher-level VPfor ethical product design
makesthe decisionto instruct the team to rapidly push a product update that temporarily
suspendsthe specific functionality being exploited in that region, and communicate this
solution to the NGOs,requesting local confirmation of its efficacy. A reasoned company
responseexplaining the change and its consistencywith its ethical principles and values
statement is circulated internally, along with explicit credit and thanks from the CEOto
the QCmanager, VP, and others on the team who led the response.
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